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Once upon a time ... someone is incorrectly 
announcing an IP prefix.
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Once upon a time ... someone is incorrectly 
announcing an IP prefix.
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Background: RPKI-based Filtering

Prefix hijacking prevention using Resource Public Key Infrastructure

ROA Data Route Origin 
Validation+

Attestation object 
which AS is valid to 
announce IP prefix

Router operation to 
verify BGP Updates 
based on ROA data

Local Policy+
Decide handling 
of invalid BGP 
routes (drop?)
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Problem Statement & Challenge

Prefix hijacking prevention using Resource Public Key Infrastructure

Goal: Measure the adoption of RPKI-based filter policies.

ROA Data Route Origin 
Validation+

Attestation object 
which AS is valid to 
announce IP prefix

Router operation to 
verify BGP Updates 
based on ROA data

Local Policy+
Decide handling 
of invalid BGP 
routes (drop?)
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Problem Statement & Challenge

Prefix hijacking prevention using Resource Public Key Infrastructure

Goal: Measure the adoption of RPKI-based filter policies.
Challenge: Private data must be inferred from measurements.

ROA Data Route Origin 
Validation+

Attestation object 
which AS is valid to 
announce IP prefix

Router operation to 
verify BGP Updates 
based on ROA data

Local Policy+
Decide handling 
of invalid BGP 
routes (drop?)

Public Data Private Data



7

Two principle approaches

Uncontrolled 
experiments

No coupling between 
triggering reason and 
observed event

Use existing BGP 
dumps for observations

Controlled 
experiments

Trigger events by 
actively changing BGP 
updates or ROAs

Use existing BGP 
dumps for observations, 
being clear on potential 
visibility
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Vantage Point Visibility Matters

➔ Vantage points have limited visibility
➔ Observations might be misattributed to RPKI-based filtering
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Vantage Point Visibility Matters
Per-Origin Prefix Visibility
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Invalid Announcements: Path Diversity
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Invalid Announcements: Path Diversity
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We need controlled experiments
Uncontrolled experiments can lead to incorrect inference.
Can we compare 2 paths (valid/invalid) to infer route origin validation?

P1

P2

Origin Monitor

Different pathsObservation

Interpretation ROV on path

Alternate 
explanation
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We need controlled experiments
Uncontrolled experiments can lead to incorrect inference.
Can we compare 2 paths (valid/invalid) to infer route origin validation?

P1

P2

Origin Monitor

Different pathsObservation

Interpretation ROV on path

Alternate 
explanation

Traffic engineering by origin,
ROAs not updated.
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We need controlled experiments
Uncontrolled experiments can lead to incorrect inference.
Can we compare 2 paths (valid/invalid) to infer route origin validation?

Origin

Monitor

Same pathsObservation

Interpretation No ROV

Alternate 
explanation ROV policy to prefer valid,

but no valid covering 
exist for the invalid prefix
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We need controlled experiments
Uncontrolled experiments can lead to incorrect inference.
Can we compare 2 paths (valid/invalid) to infer route origin validation?

ROV on path

Monitor

Origin
Origin

Monitor

Same paths No path to invalidObservation

Interpretation No ROV

Alternate 
explanation ROV policy to prefer valid,

but no valid covering 
exist for the invalid prefix

Limited visibility: 
Peer route not exported 

to monitor.
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Can we compare two paths to infer route origin 
validation based on uncontrolled experiments?

No! We need controlled experiments!

Controlled experiments: Hand-crafted ROAs and  BGP Updates
+ You know your peers + You know your policies
+ Reproduce observations + Independent of external events
+ Detailed analysis of subtle filter policies + Iterative approach: results can inform
+ ...    later interpretation
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Controlled Experiments: Setup

Using the PEERING testbed infrastructure, announce prefixes PA and PE:

➔ Prefixes are both /24, from same /16 block
➔ Both have same route object in RIR DB (that of the /16)
➔ ROA exists for both prefixes, making our announcement VALID

PA serves as anchor and stays VALID

Announcement of PE becomes INVALID periodically by changing ROA
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Controlled Experiments: First Results

valid

invalid Origin Monitor
PA

PE

Monitor filters direct routes, 
not routes via provider

Origin Monitor
PA, PE

State of PE
Case 1
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Controlled Experiments: First Results

valid

invalid Origin Monitor
PA

PE

Monitor filters direct routes, 
not routes via provider

Origin Monitor
PA, PE

Monitor has no path for 
invalid PE. Either filtered by 
monitor or some AS on path

Origin Monitor
PA, PE

Origin Monitor
PA

State of PE
Case 1 Case 2
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Controlled Experiments: Oddities

valid

invalid

State of PE

Origin Monitor
PA, PE

Origin Monitor

PA

PE

Monitor chooses separate routes when PE 
is valid, same routes when PE is invalid

Possible explanation: Monitor has long refresh interval for ROA data
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Conclusion

➔ Uncontrolled experiments are not sufficient to infer 
RPKI-filtering policy

➔ Controlled experiments show that RPKI-based filtering is 
virtually non-existent
◆ 2 AS found and confirmed, none of them in top 100 AS 

(ranked by customer cone size)

➔ Some oddities still unexplained. Work in progress.
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Next Steps

➔ Refinement of measurement methodology

➔ Establish a live monitoring system with public access

We need your help to improve measurement coverage! 

➔ Establish direct peering with PEERING testbed

➔ Peer with public route collectors


